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Resumen: La irrupcion de la inteligencia artificial (IA) en
todos los @mbitos de la actividad humana hace necesario
redefinir el concepto de transparencia en las administra-
ciones publicas. La opacidad de los algoritmos puede in-
troducir y amplificar sesgos cognitivos, éticos y culturales,
influyendo en la informacidn, las fuentes y los resultados,
pero también en las decisiones automaticas basadas en he-
rramientas de |A que se toman desde las administraciones.
Esto afecta a una gran diversidad de instrumentos utiliza-
dos por las instituciones, desde algoritmos de clasificacion
para la asignacion de ayudas publicas hasta herramientas
para el diagnostico médico. Para garantizar la transparencia de su funcionamiento, el Estado debe asumir
la tarea de analizar, catalogar, clasificar y controlar los algoritmos que utiliza, y poner esa informacion a
disposicion de los ciudadanos, con la dificultad anadida de que, en muchos casos, la comprension de estos
sistemas requiere conocimientos técnicos con los que la poblacion general no cuenta. En este trabajo se
expone esta problematica, junto con algunas claves de actuacion y casos de éxito.
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Abstract: The emergence of artificial intelligence (Al) in all areas of human activity necessitates a rede-
finition of the concept of transparency in public administrations. The opacity of algorithms can introduce
and amplify cognitive, ethical, and cultural biases, influencing information, sources, and results, as well
as automated decisions based on Al tools made by public administrations. This affects a wide variety of
instruments used by institutions, from classification algorithms for allocating public aid to tools for me-
dical diagnosis. To guarantee the transparency of their operation, the State must undertake the task of
analyzing, cataloging, classifying, and controlling the algorithms it uses, and making this information avai-
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lable to citizens. This is further complicated by the fact that, in many cases, understanding these systems
requires technical knowledge that the general public lacks. This paper presents this problem, along with
some key action points and success stories.

Keywords: Artificial Intelligence; Transparency; Algorithm; Open Data; Bias.

Introduccion

Entre los muchos temas que se ven afectados actualmente por la inteligencia artificial (IA), los re-
lacionados con la transparencia institucional, la representacion ciudadanay el funcionamiento de la
administracion resultan de especial importancia, dada la trascendencia social que necesariamente
tienen. Esto es asi porque el acceso a la informacion que facilitan las herramientas de |IA esta pro-
fundamente marcado por dos caracteristicas que las diferencian de los procedimientos tradicio-
nales: la opacidad de sus fuentes (aunque aporten respuestas cuando se les requiere informacién
sobre ellas] y la falta de mecanismos que garanticen su fiabilidad. La cuestion no es menor, ya que
las consecuencias de esta carencia de informacion no se limitan al &mbito académico o cientifico,
sino que afectan a todos los ciudadanos.

Aunque al hablar de |IA solemos pensar en los instrumentos a los que accedemos a diario con nues-
tros ordenadores y que utilizamos tanto para recopilar informacion sobre los mas diversos temas
como para redactar correos o documentos administrativos, el uso de estas herramientas afecta
también a numerosos ambitos del funcionamiento de las administraciones. Por ejemplo, la asigna-
cion de ayudas publicas, la sanidad o ciertos procesos administrativos relacionados con la educacion
son gestionados cada vez mas con el apoyo de estos instrumentos, e incluso algunas tareas son
realizadas directamente por herramientas de |IA. Podemos pensar, por ejemplo, en los algoritmos
de tratamiento de imagenes que utilizan las maquinas para el diagnéstico médico o los sistemas de
control de personas en aeropuertos, incluyendo el uso de cadmaras y dispositivos de deteccidn en
fronteras.

Trabajos recientes intentan determinar hasta qué punto la IA esta afectando ya a la vida diaria de los
ciudadanos desde todos los puntos de vista, por ejemplo, en la educacién o la investigacion cienti-
fica (Lopezosa; Goyanes, 2024), o en la gestion de negocios (Font-Cot et al., 2025). Es evidente que
estas nuevas herramientas estan siendo utilizadas a todos los niveles. El nucleo del problema, que
suscita preocupacion tanto en la administracion como entre ciudadanos, asociaciones y plataformas
sociales, es que no existe un control real sobre las fuentes que utilizan ni sobre su funcionamiento,
porque en la mayoria de los casos son procesos no auditables que, por sumagnitud o por restriccio-
nes legales (copyright, derechos patentados, etc.), quedan fuera del control humano.

Debe insistirse en la importancia de estos cambios, ya que, ademas de implicar modificaciones en
habitos y costumbres, sus consecuencias afectan profundamente a aspectos de gran relevancia so-
cial.

La clave de la explicabilidad algoritmica

En este contexto, el concepto clave es el de explicabilidad. Los resultados del uso de un algoritmo
de IA son explicables cuando el usuario puede acceder al mecanismo por el cual la IA alcanza sus
resultados. Es evidente por qué se trata de un elemento esencial para la transparencia en el uso de
algoritmos. Sin embargo, aunque parece un concepto simple, su aplicacion practica puede resultar
extremadamente compleja cuando se pretende que toda la ciudadania entienda cdmo funcionan los
algoritmos. Se trata, en realidad, de un problema de acceso cualificado a la informacion, ya que la
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falta de formacion técnica de los usuarios puede hacer practicamente imposible el deseado acceso
generalizado.

Por ejemplo, es muy dificil explicar al publico general por qué un sistema basado en redes neuro-
nales (deep learning) es intrinsecamente menos explicable que un modelo lineal con variables cla-
ramente definidas. Parece, por lo tanto, necesario ofrecer esta informacion de forma simplificada,
para que las personas puedan conocer los posibles riesgos de ciertos procesos sin necesidad de
disponer de formacion técnica especifica.

En este sentido, las administraciones estan comenzando a articular respuestas. Una iniciativa desa-
rrollada durante 2024 y principios de 2025 fue el proyecto de creacidn de un Registro de Algoritmos
por parte de la Generalitat Valenciana. Tras los trabajos previos de grupos multidisciplinares dedi-
cados a analizar y facilitar el acceso a la informacion fundamental sobre los algoritmos a la ciuda-
dania —realizados desde el Observatorio de Transparencia y Gestion de Datos UPV-GVA y la Catedra
PAGODA UV-GVA (Ferrer-Sapena; Sanchez-Pérez, 2022; Calabuig et al., 2023; 2024)— un grupo de
académicos, cientificos y técnicos, bajo el auspicio de la Generalitat y con la participacion activa de
su personal, diseno un sistema de catalogacion y registro de los algoritmos utilizados por la admi-
nistracion publica en la Comunitat Valenciana, que se esta implementando actualmente (GVA-Confia,
2025). La idea es que el control sobre la transparencia y el uso de los algoritmos recaiga en la propia
administracion, en lugar de dejarlo en manos de los usuarios individuales.

Los sistemas basados en IA generativa son especialmente delicados, puesto que, por su diseno, sus
resultados distan de ser facilmente interpretables. El entorno digital de acceso a la informacién ha
cambiado profundamente con la irrupcion de la IA, pasando de un esquema basado en motores de
busqueda tradicionales a sistemas de IA generativa fundamentados en modelos de procesamiento
del lenguaje natural que, por su estructura, son intrinsecamente poco explicables. Este cambio
afecta de forma directa la manera en que los usuarios acceden y procesan la informacion.

La transparencia algoritmica

La transparencia algoritmica es, ante todo, una exigencia ética y un requisito indispensable en una
sociedad democratica. Afecta directamente a la fiabilidad de la informacidn, cuya ausencia puede ser
perjudicial para el funcionamiento normal de la sociedad. La confianza en los resultados depende de
la comprension de los mecanismos subyacentes, de modo que la explicabilidad mencionada resulta
esencial para que los procesos de decisidon que afectan a los ciudadanos sigan siendo transparentes.

Un algoritmo transparente es aquel cuyo funcionamiento —desde la adquisicién de datos hasta sus
calculos especificos— puede auditarse manejando elementos técnicos de dificultad razonable. Los
criterios de ponderacidn de datos y gestidon de sesgos deben ser auditables y comprensibles, al igual
que el propio funcionamiento de los algoritmos. Por ejemplo, los procesos que intervienen en la IA
generativa son inherentemente opacos, ya que se basan en una gran cantidad de parametrosy en el
entrenamiento con bases de datos masivas que pueden ser parciales o sesgadas y, con frecuencia,
no pueden analizarse en detalle. Esto dificulta la identificacion y correccion de errores en los resul-
tados y, por tanto, incide en la falta de transparencia.

La IA reproduce los sesgos presentes en sus datos de entrenamiento. Esto no significa que exista
algo deliberadamente disenado para introducir sesgos ideoldgicos, econémicos o sociales; simple-
mente, los algoritmos reproducen con mas intensidad aquello que aparece con mayor frecuencia
en los datos de entrenamiento. Asi, si en la recopilacion de informacion se prioriza la frecuencia de
ciertos contenidos, el resultado no refleja necesariamente la veracidad de la informacién, sino los
datos mas repetidos o populares.
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Conclusiones

Las actuaciones para garantizar la transparencia algoritmica son, y seran cada vez mas, necesarias
si se desea fomentar una administracion publica que no oculte sus procesos de informacion. Es
preciso emprender acciones que vayan mas alla de la publicacion de datos y la rendicidn de cuentas,
para incluir programas de exposicion sistematica de los procesos automaticos utilizados. Todo pa-
rece indicar que este sera el horizonte de la transparencia administrativa en los proximos anos: no
solo los datos deben ser accesibles y auditables, sino también los instrumentos que los gestionany
procesan.

Las iniciativas necesarias son urgentes, y su objetivo debe ser la adopcion de practicas y recursos
por parte de todos los agentes implicados para controlar un proceso que, en muchos aspectos, ya ha
superado la capacidad de gestidn de las administraciones. Desde las instituciones europeas existe
una conciencia clara del problema, y se estan realizando esfuerzos importantes para anticiparse a
posibles situaciones de indefensidn, tanto para ciertos colectivos como para la ciudadania en gene-
ral.

Las lineas de actuacion deben perseguir objetivos basicos, como garantizar que los elementos de
|A utilizados permitan auditorias externas sobre los criterios de entrenamiento y ponderacion de los
modelos, asi como sobre su funcionamiento. Las instituciones deben también fomentar la trans-
parencia y el control, por ejemplo, mediante la emision de informes de impacto algoritmico que
detallen posibles sesgos y sus efectos. Finalmente, la formacion ciudadana en estos temas debe
considerarse un objetivo prioritario, ya que sin unos conocimientos minimos sera dificil ejercer un
control efectivo sobre estas herramientas.
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