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Resumen: La Inteligencia Artificial en el periodismo ya supera la década de desarrollo. En este tiempo, ha
generado resultados tangibles y aprendizajes valiosos, pero también ha revelado desafios y zonas grises
que demandan atencién. Su avance, dificilmente reversible, reaviva el debate sobre riesgos y oportunida-
des en un ecosistema informativo cada vez mas complejo, cambiante y necesitado de respuestas agiles y
eficaces. Este texto plantea un balance critico de esta primera etapa, donde se identifican aportaciones y
limites de esta herramienta en las rutinas productivas, se analizan los desafios éticos, sociales y profesio-
nales y se subraya la necesidad de una colaboracién constructiva entre humanos y maquinas.
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Abstract: Artificial intelligence in journalism has been in development for more than a decade. During this
time, it has generated tangible results and valuable lessons, but it has also revealed challenges and gray
areas that demand attention. Its progress, which is difficult to reverse, rekindles the debate about risks and
opportunities in anincreasingly complex and changing information ecosystem in need of agile and effective
responses. This article offers a critical assessment of this initial phase, identifying the contributions and
limitations of this tool in production routines, analyzing the ethical, social, and professional challenges,
and underscoring the need for constructive collaboration between humans and machines.
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Introduccion

Escribir una reflexion para el Anuario ThinkEPI 2025 sobre la primera década de Inteligencia Artificial
(IA, en adelante) en el periodismo es un reto intelectual que exige separar el ruido de la evidencia,
ponderar logros y fracasos y, con rigor, trazar las preguntas que marcaran la proxima década. El
proposito de este trabajo es contribuir a la literatura cientifica mediante la contextualizacion del
tema, fundamentarlo, apuntar hacia problemas no resueltos y proponer nuevas avenidas de inves-
tigacion. Sin embargo, se trata de un fendémeno de naturaleza compleja, transdisciplinar y en cons-
tante evolucion, por lo que cualquier balance solo puede ser provisional y abierto a revision.

Lo que resulta incuestionable a estas alturas es que la |A ya es prevalente en todo el campo perio-
distico y se vislumbra como una prioridad estratégica en los flujos de trabajo de las redacciones
(Canavilhas, 2022). Su impacto no se limita a la produccion de textos automatizados, sino que abarca
un ecosistema mas amplio que integra desde la busqueda de informacion hasta la verificacion de
hechos, la edicidon de contenidos, la gestidon de audiencias y la personalizacidn de narrativas. Su pro-
mesa inicial, centrada en la eficiencia y la automatizacion de tareas rutinarias, ha evolucionado ha-
cia un horizonte mas ambicioso que cuestiona incluso la propia naturaleza del trabajo periodistico.

Balance de una década

En este decenio, hemos observado un proceso paralelo de consolidacion y de incertidumbre. Por un
lado, la IA ha demostrado capacidad para generar contenidos rapidos y precisos en determinadas
areas, como la informacion deportiva, financiera o electoral. Associated Press, la BBC o el Washington
Post figuran entre los pioneros en el uso de sistemas de generacidon automatica de noticias (NLG)
que permiten producir miles de piezas en tiempo récord, liberando a los periodistas para tareas de
mayor valor anadido (Lemelshtrich-Latar, 2018).

No obstante, los casos de fracaso han sido tan ilustrativos como los de éxito. En 2023, Sports lllustra-
ted se disculp6 de manera publica tras descubrirse que habia difundido articulos generados por IA
bajo identidades ficticias de supuestos periodistas. Ese mismo ano, The Irish Times retir6 un articulo
escrito por un sistema automatico que difundia estereotipos raciales, mientras CNET fue criticado
por errores factuales en sus piezas automatizadas. Estos ejemplos revelan, desde luego, los riesgos
de una implantacion acritica, ya que, sin supervision humana, la IA puede multiplicar errores, soca-
var la credibilidad de los medios y deteriorar la confianza publica en el periodismo.

Por otro lado, la implantacion de estas herramientas ha sido irregular. Mientras algunos medios
cuentan con equipos dedicados a innovacion y desarrollo de IA, otros apenas comienzan a experi-
mentar con estas tecnologias, lo que genera una brecha entre redacciones con recursos y aquellas
que carecen de ellos (Karlsen; Stavelin, 2014). Pero esta desigualdad no solo es tecnoldgica, sino
también culturaly organizativa. La resistencia al cambio en algunos sectores periodisticos responde
a temores comprensibles, como la pérdida de empleos, la erosidn del juicio editorial, el predominio
de algoritmos opacos y la posible deshumanizacién de las noticias.

La dimensidn ética ha sido, de hecho, uno de los temas que con mas urgencia han marcado esta
primera década. La Unesco aprobo en 2021 la primera norma mundial sobre ética de la IA, centrada
en principios como la transparencia, la justicia y la responsabilidad (European Commission, 2021). La
Unién Europea ha ido mas alla con el Reglamento de Inteligencia Artificial de 2024, que clasifica los
sistemas por niveles de riesgo y establece obligaciones de auditoria y transparencia (Miranzo-Diaz,
2024). Sin embargo, la realidad en las redacciones es mas modesta: solo alrededor del 20% de los
medios dispone de directrices especificas, lo que refleja una implantacion desigual y carente de es-
tandares compartidos (Cano-0ron; Lopez-Meri, 2024).
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La problematica se intensifica al analizar la relacion entre IAy desinformacion. La literatura acadé-
mica ha senalado en diferentes ocasiones que la desinformacion no es un fenémeno nuevo, pero si
ha adquirido una escala y sofisticacion inéditas en la ultima década (Wardle; Derakhshan, 2017). La
aparicion de deepfakes y textos generados por modelos como GPT-3y GPT-4 ha multiplicado el po-
tencial de manipulacion. Prueba de ello es que, entre mayo y diciembre de 2023, el nimero de sitios
web que publicaban noticias falsas creadas por IA crecié mas de un 1.000% (Piedra-Alegria, 2024).

Frente a esta amenaza, se han impulsado proyectos de verificacidn asistida por algoritmos, aunque
con resultados aln limitados. Como senalan Montoro-Montarroso et al. (2023), el reto no es solo
técnico, sino también social, pues se requieren sistemas explicables y libres de sesgo que refuercen
la labor de los periodistas, no que la sustituyan. En este contexto, la alfabetizacion mediatica e infor-
macional cobra una relevancia decisiva. Wilson et al,, (2011) ya planteaban que la capacidad critica
de los ciudadanos para evaluar la veracidad de los contenidos es una condicidn basica de la demo-
cracia. Sin embargo, estudios recientes revelan que los jovenes contintan teniendo dificultades para
distinguir entre informacion fiable y engafosa (Breakstone et al., 2021).

Lecciones aprendidas

De esta combinacion de avances y tropiezos se desprenden cuatro aprendizajes principales. En pri-
mer lugar, la IA no puede sustituir nunca al periodista, sino complementarlo, siempre bajo un marco
de supervision critica y responsabilidad profesional que garantice la calidad y la credibilidad de los
contenidos. Esto implica reconocer que la automatizacién solo aporta valor cuando se inserta en un
proceso editorial donde la mirada humana valida, corrige y contextualiza la produccion algoritmica.
En otras palabras, el potencial de la IA depende directamente de la capacidad de los periodistas para
ejercer control, establecer limites claros y asegurar que la tecnologia esté al servicio de la sociedad,
y no al revés.

En segundo lugar, la formacién continua se convierte en un requisito ineludible. Como advierten
Ufarte-Ruiz; Murcia-Verdu; Fieiras-Ceide (2020), la ausencia de capacitacion especifica puede con-
ducir a un uso ineficiente o acritico de estas tecnologias. Ante este escenario, ya empiezan a con-
solidarse perfiles hibridos que integran competencias en comunicacion, programacion, analisis de
datos y ética digital (Deuze, 2005), concebidos no como reemplazo, sino como refuerzo de la labor
periodistica (Ufarte-Ruiz; Murcia-Verdu; Fieiras-Ceide, 2024). Su profesionalizacion sera decisiva
para consolidar un periodismo capaz de aprovechar las ventajas de la |A sin renunciar a sus princi-
pios fundamentales.

En tercer lugar, la regulacion y la ética no son aspectos accesorios, sino condiciones indispensables
para el futuro. El despliegue algoritmico no puede depender Unicamente de la experimentacion em-
presarial o del entusiasmo tecnoldgico. El analisis del Reglamento de la UE y de la Recomendacidn de
la Unesco pone de relieve que el uso responsable de la IA solo serd sostenible si se articula dentro
de marcos normativos solidos y coherentes. No se trata Unicamente de garantizar la transparencia
algoritmica o de evitar sesgos, sino de establecer principios vinculantes que aseguren la protec-
ciéon de derechos fundamentales, como la privacidad, la igualdad de acceso a la informacidn y la no
discriminacion. A ello debe sumarse la responsabilidad de las propias redacciones, que no pueden
limitarse a seqguir la normativa general, sino que han de elaborar directrices editoriales especificas
sobre IA que definan cémo, cuando y con qué grado de supervision se utilizan las herramientas
automatizadas y expliquen con claridad a las audiencias el papel de la tecnologia en la produccién
de contenidos.

Finalmente, la mayor leccion de esta década es que la IA obliga al periodismo a volver a preguntarse
por su esencia. La fascinacion por la eficiencia, la rapidez y la capacidad de procesamiento de los
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algoritmos no puede ocultar que lo verdaderamente decisivo de la profesion periodistica no es la
produccidn de texto, sino la capacidad de comprender, interpretar y narrar la realidad con sentido.
Cuanto mas potente sea la tecnologia, mas necesario resulta reivindicar lo que no puede automa-
tizarse: la mirada critica, la empatia hacia las personas afectadas por los hechos noticiables, la
sensibilidad cultural para entender contextos diversos y el compromiso ético que otorga legitimidad
social al periodismo.

Consideraciones finales

La primera década de IA en el periodismo no deberia interpretarse solo como un periodo de expe-
rimentacion tecnoldgica, sino como un auténtico laboratorio de tensiones sociales, profesionales y
culturales. Mas alla de los resultados medibles en eficiencia y productividad, lo que este decenio nos
ha ensenado es que cada innovacion abre un debate de fondo sobre el sentido mismo de la profesion.
La cuestion de fondo ya no es Unicamente qué puede aportar la IA al periodismo, sino qué modelo de
periodismo resulta deseable en una sociedad mediada por algoritmos y condicionada por sus ldgicas.

El riesgo mas evidente ya no radica tanto en la sustitucion del periodista por una maquina, sino en la
normalizacidn de un uso acritico de estas herramientas. Si el periodismo acepta de manera pasiva
los sistemas automaticos, sin interrogar sus sesgos ni exigir explicaciones, acabara reproduciendo
las mismas opacidades que critica en otras industrias. La credibilidad, ya fragil, podria erosionarse
aun mas si la ciudadania percibe que las redacciones actuan como meros replicadores de conteni-
dos generados por maquinas.

Desde una perspectiva prospectiva, el proximo decenio serd ain mas exigente: veremos una mayor
sofisticacion de los sistemas generativos y su expansion hacia redacciones pequenas y medianas,
que hasta ahora habian quedado al margen. Esto plantea la necesidad de articular politicas de equi-
dad tecnoldgica que eviten la fragmentacion del ecosistema informativo. Paralelamente, el debate
regulatorio deberd intensificarse, porque la IA no puede avanzar sin un marco comun que garantice
transparencia y respete los derechos fundamentales. En este escenario, el reto trasciende lo téc-
nico: exige un periodismo consciente de su responsabilidad social, capaz de dialogar criticamente
con la Ay de reafirmar lo que ninguna maquina puede replicar. El verdadero desafio no es adoptar
la IA, sino decidir qué inteligencia queremos que oriente el futuro de la informacidn. Porque, como
advierte Zelizer (2019), el periodismo nunca ha sido una mera cuestion de herramientas, sino una
practica social orientada a la busqueda de la verdad.
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